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Abstract. In this paper, a game between two football (soccer) teams is analysed. The focus is on how the choice of point score system may affect Nash equilibria in a given simultaneous game and a corresponding sequential version. The reason for this choice, is (to some extent) experience related to the growing secrecy on pre-game strategic choices among football coaches.

It is demonstrated by the relatively simple game theory, that the point score system plays a vital role in how teams (coaches) will “play” such games, given that they are rational and recognize Nash equilibrium as a reasonable game prediction. In fact, some evidence on an increased tendency for more pre-game strategic secrecy is logically established in a move from a 2-1-0 point score system to a 3-1-0 point score system.

1. Introduction

Today’s football (soccer) seems to include a lot more secrecy related to pre-game strategic choices. Teams forbid their players to talk to media and close their training grounds – presumably to keep certain strategic choices a secret from their opponents. Personally, I have limited scientific information stating that this has been a change from before, but I have a strong feeling that there has been a development in such a direction. At least, I can remember that announcing the players on a team well ahead of the match-day was quite common 20 to 30 years ago.

The question I will discuss in this paper is related to such a (possible) development. What has driven this increased tendency for secrecy. Is it the importance of sports? Has the amount of money at stake reached such heights that secrecy is necessary, or could there be alternative explanations? Here, a possibly unexpected dimension is examined – the point score system. Could the change from the original 2-1-0 (2 points for a win and one for a draw) to the 3-1-0 system have had any impact on the value of secrecy?

Increased secrecy comes of course at a cost. Keeping the information wanted by the media off this media is never free. The amounts can surely be discussed – although not here. The point is simple. If secrecy is unnecessary, do not bother. In a Pareto setting, if the rules and regulations stimulate secrecy, perhaps one
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should change the rules instead of spending unnecessary resources on trying to keep such secrets.

In order to analyse this question, simple game theory is applied. It seems reasonable to compare a simultaneous game with a sequential version of the same game, given pay-off functions involving point score. If the point score system itself can be shown to impact Nash equilibria of such games – for instance in such a way that a tendency to “play” the simultaneous game differently than the sequential analogue – this ought to be both valuable as well as genuinely interesting information for the “football family”.

The basic analytic approach is hence to open up for a coach to announce his secret (a sequential game) or keep it (a simultaneous game). A comparison of the Nash equilibrium outcomes of these two game types then opens up for arguments related to the value – or to be more specific – the absence of value of keeping the secret.

The paper is organized as follows. Section 2 discusses the relevant literature. Section 3 introduces the game framework and makes some necessary reformulations of the basic underlying framework, captured from [9]. The main analysis is performed in Sections 4 and 5, while Section 6 concludes and points out some additional research directions.

2. Literature

Several authors have discussed point score systems and their consequences in sport. Of direct relevance for this article (and football) is perhaps [8, 9] as well as [5, 7] and [12]. Other branches of sports activity and the role of the point score system has also been investigated – see for instance [3]. The above papers range from empiric studies via probabilistic to game models.

The methods which are used in this paper – comparing simultaneous games with sequential analogues – are of course well treated in general economic theory. In those branches of theory, the subjects of comparison are often referred to as Nash versus Stackelberg equilibrium. Some examples of work of relevance within this subject area are [1, 2, 6, 13] and [14].

3. Game modelling

3.1. Basic assumptions

The following basic assumptions are made:

1) The modelling framework of [9] (also applied in [8, 10, 11]) is adapted:
   1.1) 2 teams ($T_1$ and $T_2$) are engaged in an upcoming match. Each team chooses among two possible strategies ($O$ and $D^1$);
   1.2) The teams behave rationally, and are assumed to maximise the expected point scores;

\[^{1}\text{Although it is easy to read } O \text{ as offensive and } D \text{ as defensive, this is not necessarily the setting here. The strategies could for instance be two different team picks or two other strategies related to how the teams choose to play.}\]
1.3) Possible outcomes of the match are assumed stochastic (contingent on strategic choices) with probabilistic definitions

\[ p_{ij}^{xy} = Pr(T_i \text{ beats } T_j | T_i = x \text{ and } T_j = y), \]
\[ p_{D}^{xy} = Pr(\text{of a draw} | T_i = x \text{ and } T_j = y), \]
\[ x, y \in \{O, D\} \text{ and } i, j \in \{1, 2\}. \]

2) A general point score system is used for analytic purposes. The system is defined by: A win for one of the teams generates \( \omega \) points, a draw \( \delta \) points and a loss (without loss of generality) 0 points. \( \omega > \delta > 0 \).

3) The players of the game, teams \( T_1 \) and \( T_2 \), are assumed to have a choice of announcing their chosen strategy (\( O \) or \( D \)) before the game is played (a sequential option) or “keeping silent” (a simultaneous option). There is no possible disagreement on all the above facts. Hence, it is a game of complete information, but either of perfect or imperfect information depending on the sequential/simultaneous choice.

### 3.2. Reformulations

The reformulations\(^2\) in [9] are applied

\[ p_{12}^{OO} = p_{21}^{OO} = p, \quad (3.1) \]
\[ p_{12}^{OD} = p_{21}^{DO} = s, \quad (3.2) \]
\[ p_{12}^{OD} = p_{12}^{DO} = r, \quad (3.3) \]
\[ p_{12}^{DD} = p_{21}^{DD} = q. \quad (3.4) \]

Expected point scores (\( E(\text{pay-off } T_1 \text{ and } T_2) \)) can then be computed as shown in Table 1.

<table>
<thead>
<tr>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>( p_{12} )</th>
<th>( p_{21} )</th>
<th>( p_D )</th>
<th>( E(\text{Pay-off } T_1) )</th>
<th>( E(\text{Pay-off } T_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O )</td>
<td>( O )</td>
<td>( p )</td>
<td>( p )</td>
<td>( 1 - 2p )</td>
<td>( \omega p + \delta(1 - 2p) )</td>
<td>( \omega p + \delta(1 - 2p) )</td>
</tr>
<tr>
<td>( D )</td>
<td>( O )</td>
<td>( r )</td>
<td>( s )</td>
<td>( 1 - r - s )</td>
<td>( \omega r + \delta(1 - r - s) )</td>
<td>( \omega s + \delta(1 - r - s) )</td>
</tr>
<tr>
<td>( O )</td>
<td>( D )</td>
<td>( s )</td>
<td>( r )</td>
<td>( 1 - r - s )</td>
<td>( \omega s + \delta(1 - r - s) )</td>
<td>( \omega r + \delta(1 - r - s) )</td>
</tr>
<tr>
<td>( D )</td>
<td>( D )</td>
<td>( q )</td>
<td>( q )</td>
<td>( 1 - 2q )</td>
<td>( \omega q + \delta(1 - 2q) )</td>
<td>( \omega q + \delta(1 - 2q) )</td>
</tr>
</tbody>
</table>

Table 1. Expected point scores for both teams

Now, some new variables are defined

\[ \mu = \omega p + \delta(1 - 2p), \quad (3.5) \]
\[ \gamma = \omega q + \delta(1 - 2q), \quad (3.6) \]
\[ \theta = \omega r + \delta(1 - r - s). \quad (3.7) \]

Based on the definitions (3.5), (3.6) and (3.7) the normal form game as shown in Figure 1 appears:

\(^2\)These equations (3.1), (3.2), (3.3) and (3.4) are derived based on an (initial) assumption of equally good teams.
Let me make a small digression before the game in Figure 1 is analysed further. By (3.5) and (3.6), \( \mu - \gamma \) is computed as

\[
\mu - \gamma = \omega p + \delta (1 - 2p) - (\omega q + \delta (1 - 2q)) = \omega (p - q) - 2\delta (p - q) = (\omega - 2\delta)[p - q].
\]

(4.1)

The expression (4.1) is interesting. As can be readily observed, \( \mu - \gamma = 0 \) or \( \mu = \gamma \) is obtained either if \( p = q \) or if \( \omega = 2\delta \). The first condition \( p = q \) is related to team performance and implies a situation where the team is equally good in winning or drawing a match, and is not so relevant here. However, the second condition, \( \omega = 2\delta \), is far more interesting. The game in Figure 1 explains why. As can be observed in Figure 2, two inequalities define all best reply functions – observe red arrows, ellipses and rectangles.

That is, all Nash equilibria of the game are solely determined by

\[
\mu \triangleright \gtrless \theta,
\]

(4.2)

\[
\gamma \triangleright \gtrless \theta + \omega (s - r).
\]

(4.3)

Now, if (as discussed above) \( \mu = \gamma \), inequalities (4.2) and (4.3) change to

\[
\mu \triangleright \gtrless \theta,
\]

(4.4)

\[
\mu \triangleright \gtrless \theta + \omega (s - r).
\]

(4.5)

Hence, if \( s > r \Rightarrow \omega (s - r) > 0 \) and if (4.5) holds, so does (4.4). Alternatively, \( s < r \Rightarrow \omega (s - r) < 0 \) and if (4.4) holds, so does (4.5). This argument holds for any direction of the inequality signs in (4.4), (4.5). To sum up: the Nash equilibria of the original game are defined by two (essentially) independent inequalities; (4.2) and (4.3), while a constraint \( \mu = \gamma \) simplifies (the game) significantly into (in essence) a single inequality – either (4.4) or (4.5) depending on the sign of \( s - r \).
What is the reason for such a simplification? One reason is (as observed above), the constraint $\omega = 2\delta$. Today’s point score system (3-1-0) does not satisfy this constraint. However, the previous (2-1-0) system did. This, in my opinion, is quite interesting. The fact that the choice of point score system has such significant influence on the analysis of these games is both surprising and relevant. One might ask if sport officials had any idea of such consequences when the 3-1-0 point score system was initiated.

5. Point score systems and secrecy

As discussed in the introduction, the hypothesis is related to how coaching secrecy variability is (or is not) linked up with the point score system and possible changes in this system.

Or, more directly formulated: Will changes in the point score system lead to possible strategic effects on football coaches’ preferences related to keeping the team pick (or other pre-game sustainable strategic decisions) a secret?

However, before I move to this question, a few general game theoretic remarks are made. Firstly, observe in Figure 1 that the game at hand is *symmetric*. (Refer, for instance, to [6] for a thorough treatment of the concept of symmetry in games.)

Furthermore, to simplify the forthcoming analysis, the following theorem comes in handy:

**Theorem 5.1.** In a 2 by 2 symmetric simultaneous game, the order of follower/leader in the corresponding sequential game does not matter.

A proof of the theorem is given in appendix A. In the forthcoming sections, this theorem is used to avoid comparing solutions of the simultaneous game with

\[\text{That is, the sequence of the players produces the same Nash equilibrium in both sequential versions for any pay-offs as long as the original simultaneous game is symmetric.}\]
two separate sequential games. As long as the game is symmetric, it is sufficient to investigate Nash equilibria in a single version of the sequential game.

Now, the following assumptions are made

\[ \mu > \theta \text{ and } \gamma > \theta + \omega(s - r). \]  (5.1)

Given the assumptions (5.1) and inequalities (4.2) and (4.3), it is easy to see that the original simultaneous game is a “Stag–Hunt” game with two pure Nash equilibria and an (invisible) one in mixed strategies, see Figure 3.

![Figure 3. The "Stag-Hunt" outcome in the simultaneous game.](image)

Furthermore, a (single) sequential version of the simultaneous game in Figure 1 is formulated, and shown in Figure 4.

By the assumptions (5.1), it is straightforward to find the best reply functions (red lines in Figure 5) for \( T_2 \) at the initial stage in Zermelo’s algorithm, see Figure 5. Based on this information, it is readily observed that the only possible way the Nash equilibria in the original simultaneous game (Figure 1) can be replicated in the sequential game (Figure 4) is if

\[ \mu = \gamma. \]  (5.2)

As shown already (in equation (4.1)), this can be achieved if \( \omega = 2\delta \). As a consequence, the strong link between the coaching secrecy and the point score design is established. If (in this example governed by the assumptions (5.1)) \( \omega \) equals \( 2\delta \), there is no difference between playing a sequential or a simultaneous game. This means that there is neither a potential gain, nor a potential loss (strategically) involved in announcing your pre-game strategy. Hence, if other arguments lead to a prefer-ability in strategy announcement, such a strategy may actually be beneficial, see Section 1. That is, the old point score regime (2-1-0) may have quite a different impact on the pre-game strategic coaching decisions compared with the new point score (3-1-0) regime.
Assumptions (5.1) define only a subspace of possible Nash equilibria in both simultaneous (Figure 1) and sequential games (Figure 4). It will prove interesting to perform a full analysis of the whole\(^4\) parametric space of these games. The cases of equalities (instead of inequalities) are not analysed due to their extreme unlikeness.

\(^4\)The cases of equalities (instead of inequalities) are not analysed due to their extreme unlikeness.
results (all 4 possible combinations defined by inequalities (4.4) and (4.5)) are summed up by Table 2.

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$\gamma$</th>
<th>Nash eq.</th>
<th>NCNE invariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu &gt; \theta$</td>
<td>$\gamma &gt; \theta + \omega(s - r)$</td>
<td>“Stag-Hunt”</td>
<td>$\mu = \gamma$</td>
</tr>
<tr>
<td>$\mu &gt; \theta$</td>
<td>$\gamma &lt; \theta + \omega(s - r)$</td>
<td>${OO}$</td>
<td>Always satisfied</td>
</tr>
<tr>
<td>$\mu &lt; \theta$</td>
<td>$\gamma &gt; \theta + \omega(s - r)$</td>
<td>${DD}$</td>
<td>Always satisfied</td>
</tr>
<tr>
<td>$\mu &lt; \theta$</td>
<td>$\gamma &lt; \theta + \omega(s - r)$</td>
<td>“Chicken”</td>
<td>$\omega(s - r) = 0$</td>
</tr>
</tbody>
</table>

Table 2. Analysis of (almost) all situations.

Table 2 contains the relevant different Nash equilibria as well as the necessary conditions for Nash equilibria invariance. The latter concept means a situation in which Nash equilibria are the same in both the simultaneous and the sequential game. As can be observed in Table 2 (with some surprise), both unique pure Nash equilibrium options (the $\{OO\}$ and $\{DD\}$ cases) are always satisfied. This means; given the game set-up, an option of playing a sequential instead of a simultaneous game will never produce different game predictions. The remaining option (last row in Table 2) produces the “Chicken” outcome. That is, 3 Nash equilibria, 2 in pure and one in mixed strategies. This one will only produce NE-invariance if $s = r$. If $s = r$, the team in question plays the $O$ or the $D$ strategy equally well, in practice a highly unlikely situation. Hence, to sum up: One outcome produces incentives to play differently in a sequential game with high probability – the “Chicken” case. The three other cases (given a point score system where $\omega = 2\delta$) produce no such incentives to change the behaviour between a simultaneous and a sequential game.

6. Conclusions and suggestions for further work

The most important and interesting finding in this paper is perhaps the important role the structure of the point score system plays in general. Recall the findings in Section 4 and the major impact the simple constraint $\omega = 2\delta$ has on possible game outcomes.

Secondly, the fact that there has been a real-world change from a situation with $\omega = 2\delta$ (the 2-1-0 system) to a situation with $\omega > 2\delta$ (the 3-1-0 system) indicates, together with the finding leading up to equation (5.2), that the choice of the point score system may have unforeseen consequences. Actually, everything else equal, it is shown here that, for certain parametric combinations (e.g. inequalities (5.1)), there is a greater tendency for secrecy under the 3-1-0 than the 2-1-0 system. As the 3-1-0 system has previously been identified as having negative consequences related to the competitive balance (see [9]), some more questions related to this system’s qualities should be asked. Personally, I am in no doubt, reintroduce the original 2-1-0 system.

5The actual algebra is omitted, but follows the same pattern as demonstrated in the above case.

7In fact, this situation could be ruled out at the modelling step as it collapses to a situation where the two strategies are practically equal. It seems sensible to assume that $O$ and $D$ are sufficiently different in such a way that $s \neq r$. 


Surely, the analysis presented in this paper is simplified. Two equally good teams are not found in practice, and as such, an added analytic option of unequal team quality seems evident. Although such an added analytic option is both possible and (probably) feasible, this is left for future research.

**Appendix A. Proof of Theorem 5.1**

*Figure 6.* A general simultaneous symmetric 2 by 2 game.

*Figure 7.* The two possible sequential games based on the simultaneous game.

**Proof.** Figure 6 contains a general symmetric simultaneous 2 by 2 game named $G^{SIM}$. Figure 7 contains the two possible sequential versions of $G^{SIM}$, named $G^{SEQ}_1$ and $G^{SEQ}_2$. $P_1$ and $P_2$ are players in all games, with strategies $\{s_1, s_2\}$ and $\{t_1, t_2\}$ for $P_1$ and $P_2$ respectively. Pay-offs are named $a, b, c, d$. 
Theorem 5.1 states that all possible Nash equilibria in games, $G^{SEQ}_1$ and $G^{SEQ}_2$ should be the same. This can be proved as follows:

To search for Nash equilibria in sequential games, the Zermelo Algorithm (see for instance [4]) is used. Starting with $G^{SEQ}_1$ (left in Figure 7,) a backward induction procedure implies $P_2$ solving $\max\{a,c\}$ and $\max\{b,d\}$ at the first stage. As can be readily observed from the right part of Figure 7, $P_1$ faces exactly the same optimization problems determining his best reply function. Moving to the second stage (the start of the game trees), $P_1$ will solve a single optimization problem involving some combination of $\max\{x,y\}$, where $x, y \in \{a,b,x,d\}$. Obviously, a similar situation emerges for $P_2$ facing exactly the same optimization problems in $G^{SEQ}_2$ as $P_1$ did in $G^{SEQ}_1$. Consequently, as all optimization problems facing the players are identical, all possible Nash equilibria must be identical. □
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