ON CUBIC POLYNOMIALS WITH A GIVEN DISCRIMINANT
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Abstract. Let $D \in \mathbb{Z}$ and let $C_D$ be the set of all monic cubic polynomials with integer coefficients and with the discriminant equal to $D$. In this paper we devise a method for determining the set $C_D$. Our method is closely related to integer solutions of Mordell’s equation. A complete discussion of the case $D = 0$ is also included.

1. INTRODUCTION

In 1940, B.N. Delone and D. K. Faddeev [2, p. 313] posed the problem of giving an algorithm for finding all cubic monic polynomials with integer coefficients and a given non-zero discriminant. In this paper, we provide a solution to the problem closely related to Mordell’s equation. In addition, a computer program based on our method yields results leading to new interesting questions.

Recall that the equation

$$Y^2 = X^3 + k, \; 0 \neq k \in \mathbb{Z}$$

is called Mordell’s equation in honour of the contribution Louis Joel Mordell has made to this subject. In 1920 Mordell proved [18] that, for any given $0 \neq k \in \mathbb{Z}$, there are at most finitely many $X, Y \in \mathbb{Z}$ satisfying (1.1). Mordell’s equation has had a long history. First discoveries concerning (1.1) were given in Dickson [3, pp. 533–539] going back to the work of Bachet of 1621. From the extensive literature concerning (1.1) see, for example, [1,6–8] and, [17]. There is a standard method for computing all integer solutions of (1.1) using David’s bounds and lattice reduction. This method can be found, for example, in [19]. At present, this method is implemented in several computer algebra packages, including Magma and Pari (Sage).

Let $D \in \mathbb{Z}$ and let

$$C_D = \{f(x) = x^3 + ax^2 + bx + c \in \mathbb{Z}[x]; D_f = D\}$$

where

$$D_f = -4a^3c + a^2b^2 + 18abc - 4b^3 - 27c^2$$

is the discriminant of $f(x)$. It is clear that the problem of determining all polynomials in $C_D$ for a given $D \in \mathbb{Z}$ is equivalent to finding all integer solutions of the Diophantine equation $D_f = D$. In Section 3, we prove that, for any $0 \neq D \in \mathbb{Z}$,
the equation \( D_f = D \) can be reduced to Mordell’s equation (1.1) with \( k = -432D \). The exceptional case of \( D = 0 \) will be examined separately. Finally, throughout this paper, the following notation will be adopted. If \( A \) is a finite set, \( \#A \) denotes the number of elements of \( A \).

2. Equivalence on the set \( C_D \).

Let \( f(x) = x^3 + ax^2 + bx + c \in \mathbb{Z}[x] \) and let \( D_f \) be the discriminant of \( f(x) \). Next, let \( r_f(x) = f(x - a/3) \). Then, \( r_f(x) = x^3 + Ax + B \in \mathbb{Q}[x] \) where

\[
A = \frac{3b - a^2}{3}, \quad B = \frac{2a^3 - 9ab + 27c}{27} \tag{2.1}
\]

and,

\[
D_{r_f} = -4A^3 - 27B^2 = -4a^3c + a^2b^2 + 18abc - 4b^3 - 27c^2. \tag{2.2}
\]

From (2.1), it follows that there exist \( U, V \in \mathbb{Z} \) such that \( A = U/3 \) and \( B = V/27 \) where

\[
U = 3b - a^2 \quad \text{and} \quad V = 2a^3 - 9ab + 27c. \tag{2.3}
\]

Hence, we can write \( r_f(x) \) in the form

\[
r_f(x) = x^3 + \frac{U}{3}x + \frac{V}{27} \in \mathbb{Q}[x], \quad \text{with} \ U, V \in \mathbb{Z}.
\]

Further, for any \( w \in \mathbb{Z} \), let

\[
f_w(x) = x^3 + \frac{f''(w)}{2!}x^2 + \frac{f'(w)}{1!}x + f(w) \tag{2.4}
\]

where \( f'(w) \) and \( f''(w) \) denote the first and second derivatives of \( f \) at \( w \). Then, \( f_0(x) = f(x) \) and \( f(x) \in \{f_w(x) ; w \in \mathbb{Z}\} \). Finally, observe that \( r_{f_w}(x) = r_f(x) \) for any \( w \in \mathbb{Z} \).

**Lemma 2.1.** Let \( f(x) = x^3 + ax^2 + bx + c \), \( g(x) = x^3 + \bar{a}x^2 + \bar{b}x + \bar{c} \in \mathbb{Z}[x] \). Then, (i), (ii) and (iii) are equivalent:

(i) There exists a \( w \in \mathbb{Z} \) satisfying \( g(x) = f(x + w) \).

(ii) There exists a \( w \in \mathbb{Z} \) satisfying \( g(x) = f_w(x) \).

(iii) \( r_f(x) = r_g(x) \).

**Proof.** First we show that (i) is equivalent to (ii). Using Taylor’s theorem, we obtain

\[
f(x) = (x - w)^3 + \frac{f''(w)}{2!}(x - w)^2 + \frac{f'(w)}{1!}(x - w) + f(w)
\]

for any \( w \in \mathbb{Z} \). Therefore,

\[
f(x + w) = x^3 + \frac{f''(w)}{2!}x^2 + \frac{f'(w)}{1!}x + f(w). \tag{2.5}
\]

Combining (2.5) with (2.4), we get \( f(x + w) = f_w(x) \). Hence, (i) and (ii) are equivalent.

Further we prove that (i) is equivalent to (iii). Assume that \( g(x) = f(x + w) \) for some \( w \in \mathbb{Z} \). Then, (2.5) yields

\[
g(x) = x^3 + (3w + a)x^2 + (3w^2 + 2aw + b)x + w^3 + aw^2 + bw + c.
\]
Hence,
\[ r_g(x) = g(x - (3w + a)/3) = g(x - w - a/3) = f(x - w - a/3 + w) = f(x - a/3) = r_f(x). \]

Finally, assume that \( r_f(x) = r_g(x) \). Then, \( f(x - a/3) = g(x - \bar{a}/3) \). Hence, we have \( f(x - a/3 + \bar{a}/3) = g(x - \bar{a}/3 + \bar{a}/3) = g(x) \) and \( g(x) = f(x + (\bar{a} - a)/3) \) follows. Put \( w = (\bar{a} - a)/3 \). Clearly, if \( a \equiv \bar{a} \pmod{3} \), then \( w \in \mathbb{Z} \). Suppose that \( a \not\equiv \bar{a} \pmod{3} \). Using (2.3) we obtain \( U = 3b - a^2 = 3\bar{b} - \bar{a}^2 \), \( V = 2a^3 - 9ab + 27c = 2\bar{a}^3 - 9\bar{a}\bar{b} + 27\bar{c} \), which implies \( a^2 \equiv \bar{a}^2 \pmod{3} \) and \( a^3 \equiv \bar{a}^3 \pmod{3} \). This, together with the assumption \( a \not\equiv \bar{a} \pmod{3} \), yields a contradiction. The proof is complete. \( \square \)

**Corollary 2.2.** Let \( f(x) = x^3 + ax^2 + bx + c \), \( g(x) = x^3 + \bar{a}x^2 + \bar{b}x + \bar{c} \in \mathbb{Z}[x] \). If there exists a \( w \in \mathbb{Z} \) satisfying \( g(x) = f(x + w) \), then \( a \equiv \bar{a} \pmod{3} \).

Let \( D \in \mathbb{Z} \) and let \( C_D \neq \emptyset \). For \( f(x), g(x) \in C_D \) put
\[ f(x) \sim g(x) \iff \exists w \in \mathbb{Z} : g(x) = f(x + w) = f_w(x) \iff r_f(x) = r_g(x). \]

It is evident that \( \sim \) is an equivalence relation on the set \( C_D \). Next, it is well-known that, if \( D \neq 0 \), then \( C_D/\sim \) has only finitely many equivalence classes. This claim follows as a consequence of a more general result proved in 1973 by Kálman Győry [9, p. 419]. See also [10, p. 475] or consult [4, p. 109]. Győry’s result can be formulated as follows:

**Proposition 2.3.** (K. Győry, 1973) Up to equivalence, there are only finitely many monic polynomials in \( \mathbb{Z}[x] \) with a given non-zero discriminant and all these polynomials can be effectively determined.

In Proposition 2.3, the equivalence of two polynomials \( f(x), g(x) \in \mathbb{Z}[x] \) means that there exists \( w \in \mathbb{Z} \) such that \( g(x) = f(x + w) \) and effectively determined means that there is an algorithm (a deterministic Turing machine) that, for any choice of input from the given set, computes the output in finitely many steps. Consult [4, p. 50].

In Section 3, we give an alternative proof of the fact that \( C_D/\sim \) has only finitely many equivalence classes for any \( 0 \neq D \in \mathbb{Z} \) and, \( C_D \neq \emptyset \). Our proof will be based on using the well-known result of L. J. Mordell [18] presented in the following Theorem 2.4.

**Theorem 2.4.** (L. J. Mordell, 1920) For any given \( 0 \neq k \in \mathbb{Z} \), the equation
\[ Y^2 = X^3 + k \]
has at most finitely many integer solutions.

Let \( D \in \mathbb{Z} \) and let \( f(x) = x^3 + ax^2 + bx + c \in C_D \). Then, there are uniquely determined \( w \in \mathbb{Z} \) and \( e \in \{0, 1, 2\} \) such that \( a = 3w + e \). Put
\[ r(x) = f(x - w) = x^3 + ex^2 + (b - 3w^2 - 2ew)x + 2w^3 + ew^2 - bw + c. \] (2.6)
The polynomial \( r(x) \) will be called a canonical representative of the class
\[ [f(x)] = \{g(x) \in C_D : g(x) \sim f(x)\} \subseteq C_D/\sim . \]
Observe that $r_f(x)$ is a canonical representatives of $[f(x)]$ if and only if $e = 0$. Next, for any $0 \neq D \in \mathbb{Z}$, let

$$c(D) = \begin{cases} \#C_D/\sim & \text{if } C_D \neq \emptyset, \\ 0 & \text{if } C_D = \emptyset. \end{cases}$$

Finally, let $R_D$ denote the full system of canonical representatives of $C_D/\sim$. Hence, $\#R_D = \#C_D/\sim$. The following problems (i) – (iv) will be studied in Section 3 in detail:

(i) For a given $0 \neq D \in \mathbb{Z}$, find the number $c(D)$.

(ii) Establish canonical representatives of all classes of $C_D/\sim$, i.e., find the set $R_D$.

(iii) Determine all polynomials in $C_D \neq \emptyset$.

(iv) Find solutions to problems (i) – (iii) also for the case of $D = 0$.

3. Method for determining the set $C_D$

We begin with two simple lemmas.

**Lemma 3.1.** Let $0 \neq D \in \mathbb{Z}$. If Mordell’s equation

$$Y^2 = X^3 + k, \text{ with } k = -432D = -2^43^3D$$

has no integer solution, then $C_D = \emptyset$.

**Proof.** Let $f(x) = x^3 + ax^2 + bx + c \in C_D$ and let $r_f(x) = x^3 + (U/3)x + V/27 \in \mathbb{Q}[x]$. Combining (2.1)–(2.3) we obtain $D = D_f = D_{r_f} = (-4U^3 - V^2)/27$ where $U, V \in \mathbb{Z}$. Hence, $4U^3 + V^2 = -27D$ which is equivalent to $(4V)^2 = (-4U)^3 - 432D$. Put $X = -4U$, $Y = 4V$. Then, $X, Y \in \mathbb{Z}$ and, $Y^2 = X^3 - 432D$. \(\square\)

**Lemma 3.2.** Let $X_0, Y_0, e \in \mathbb{Z}$ be such that

$$4e^2 - X_0 \equiv 0 \pmod{12} \text{ and } 4e^3 - 3eX_0 + Y_0 \equiv 0 \pmod{108}. \quad (3.1)$$

Then, there exists exactly one $e \in \{0, 1, 2\}$ satisfying (3.1).

**Proof.** Let $X_0, Y_0$ satisfy (3.1) for some $e \in \{0, 1, 2\}$ and suppose that $e$ is not unique. Then, $4e^2 - X_0 \equiv 0 \pmod{12}$ yields $e \in \{1, 2\}$ and $X_0 \equiv 4 \pmod{12}$. Next, using $4e^3 - 3eX_0 + Y_0 \equiv 0 \pmod{108}$, we obtain $Y_0 \equiv 3X_0 - 4 \equiv 6X_0 - 32 \pmod{108}$. Hence, $3X_0 \equiv 28 \pmod{108}$. By the well-known criterion on the solubility of linear congruences (see, for example [5, p. 62]), we get a contradiction. \(\square\)

Before proceeding, the following notations will be adopted. For any $0 \neq D \in \mathbb{Z}$, let

$$M_D = \{[X_0, Y_0] : X_0, Y_0 \in \mathbb{Z} \text{ and } Y_0^2 = X_0^3 - 432D\},$$

$$E_D = \{[[X_0, Y_0], e] \in M_D \times \{0, 1, 2\} : 4e^2 - X_0 \equiv 0 \pmod{12}, 4e^3 - 3eX_0 + Y_0 \equiv 0 \pmod{108}\}.$$

**Theorem 3.3.** Let $0 \neq D \in \mathbb{Z}$ and let $f(x) = x^3 + ax^2 + bx + c \in \mathbb{Z}[x]$. Then, $f(x) \in C_D$ if and only if there exist $w \in \mathbb{Z}$ and $[[X_0, Y_0], e] \in E_D$ such that

$$a = 3w + e,$$

$$X_0 = w^2 + w, \quad Y_0 = 2w^3 + 3w^2 + 3w + 1.$$
Since (3.8) it follows that
\[ b = 3w^2 + 2ew + \frac{4e^2 - X_0}{12}, \] (3.3)
\[ c = w^3 + ew^2 + \frac{4e^2 - X_0}{12}w + \frac{4e^3 - 3eX_0 + Y_0}{108}. \] (3.4)

Moreover, if \( f(x) \in C_D \), then
\[ r(x) = f(x - w) = x^3 + ex^2 + \frac{4e^2 - X_0}{12}x + \frac{4e^3 - 3eX_0 + Y_0}{108} \] (3.5)
is a canonical representative of the class \([f(x)]\).

**Proof.** Let \( f(x) = x^3 + ax^2 + bx + c \in C_D \). Then, \( r_f(x) = x^3 + (U/3)x + V/27 \in \mathbb{Q}[x] \) where \( U, V \in \mathbb{Z} \) such that \( U = 3b - a^2 \) and, \( V = 2a^3 - 9ab + 27c \). From Lemma 3.1 now it follows that there exists a \([X_0, Y_0] \in M_D \) satisfying
\[ X_0 = -4U \text{ and, } Y_0 = 4V. \] (3.6)

Since \( a \in \mathbb{Z} \), there are uniquely determined \( w \in \mathbb{Z} \) and \( e \in \{0, 1, 2\} \) such that \( a = 3w + e \). Substituting \( a = 3w + e \) into \( U = 3b - a^2 \), we obtain \( U \equiv -e^2 \) (mod 3).

Since \( X_0 = -4U \), by (3.6), we have \( 4e^2 - X_0 \equiv 0 \) (mod 12).

Further, substituting \( a = 3w + e \) and \( 3b = U + (3w + e)^2 \) into \( V = 2a^3 - 9ab + 27c \), after some calculations, we obtain
\[ V = -27(w^3 + ew^2 - c) - 9w(U + e^2) - e^3 - 3eU. \] (3.7)

Since \( U + e^2 \equiv 0 \) (mod 3), from (3.7) it follows that
\[ V \equiv -e^3 - 3eU \text{ (mod 27)}. \]

This, together with (3.6) yields \( 4e^3 - 3eX_0 + Y_0 \equiv 0 \) (mod 108), as required.

Conversely, assume that \( w \in \mathbb{Z} \) and \([X_0, Y_0], e] \in E_D \). Next, let \( a, b, c \) be defined by (3.2), (3.3), (3.4). Then, \( a, b, c \in \mathbb{Z} \) and \( f(x) = x^3 + ax^2 + bx + c \in \mathbb{Z}[x] \). We will prove that \( D_f = D \). Substituting (3.2) and, (3.3) into \( U = 3b - a^2 \), we get \( U = -X_0/4 \). Similarly, substituting (3.2), (3.3) and, (3.4) into \( V = 2a^3 - 9ab + 27c \), we get \( V = Y_0/4 \). Hence,
\[ r_f(x) = x^3 + \frac{U}{3}x + \frac{V}{27} = x^3 + \frac{X_0}{12}x + \frac{Y_0}{108}. \] (3.8)

From (3.8) it follows that
\[ D_{r_f} = \frac{X_0^2 - Y_0^2}{432}. \] (3.9)

Since \([X_0, Y_0] \in M_D \), we have \( X_0^2 - Y_0^2 = 432D \). This, together with (3.9) and \( D_{r_f} = D_f \) yields \( D_f = D \). Finally, from (2.6) we get (3.5). The proof is complete. \qed

**Proposition 3.4.** Let \( 0 \neq D \in \mathbb{Z} \). Then, (i) and (ii) hold:

(i) \( E_D \) is a finite set.

(ii) \( C_D/\sim \) has only finitely many equivalence classes for any \( C_D \neq \emptyset \).
Proof. Conclusion (i) is a direct consequence of Theorem 2.4. (ii) Let \( \varphi : E_D \rightarrow C_D / \sim \) be the mapping defined by \( \varphi(([X_0, Y_0], e)) = \{ f_w(x) : w \in \mathbb{Z} \} \) where

\[
f_0(x) = x^3 + ex^2 + \frac{4e^2 - X_0}{12}x + \frac{4e^3 - 3eX_0 + Y_0}{108}.
\]

Then, \( \varphi \) is bijective. Injectivity of \( \varphi \) is evident and surjectivity of \( \varphi \) immediately follows from Theorem 3.3. Hence, \( \#C_D / \sim = \#E_D \). This proves (ii). \qed

The following convention regarding the designation of polynomials in \( R_D \) will be useful. Any triple \([e, u, v]\) will be considered a simplified expression of polynomial \( x^3 + ex^2 + ux + v \). Now we are ready to describe our method for determining the set \( C_D \). It can be formally divided into four steps as follows:

(i) Let \( 0 \neq D \in \mathbb{Z} \). We find the set \( M_D \) of all integer solutions \([X_0, Y_0]\) of Mordell’s equation \( Y^2 = X^3 - 432D \). By Theorem 2.4, \( M_D \) is a finite set and, by Lemma 3.1, if \( M_D = \emptyset \), then \( C_D = \emptyset \).

(ii) Let \( M_D \neq \emptyset \). We determine the set \( E_D \): For each \([X_0, Y_0] \in M_D \) we decide whether there is \( e \in \{0, 1, 2\} \) satisfying \( 4e^2 - X_0 \equiv 0 \pmod{12} \) and, \( 4e^3 - 3eX_0 + Y_0 \equiv 0 \pmod{108} \). By Lemma 3.2, no more than one number \( e \) meets the above conditions. Since \( \#E_D = \#C_D / \sim \), we have \( C_D = \emptyset \) if and only if \( E_D = \emptyset \).

(iii) Let \( E_D \neq \emptyset \). We construct the set \( R_D \), i.e. the full system of representatives of \( C_D / \sim \). Under the above convention, we have

\[
R_D = \left\{ \left[ e, \frac{4e^2 - X_0}{12}, \frac{4e^3 - 3eX_0 + Y_0}{108} \right] : ([X_0, Y_0], e) \in E_D \right\}.
\]

(iv) Finally, using Lemma 2.1, we get

\[
C_D = \bigcup_{g \in R_D} \left\{ x^3 + \frac{g''(w)}{2!}x^2 + \frac{g'(w)}{1!}x + g(w) : w \in \mathbb{Z} \right\}.
\]

The below example illustrates our method.

Example 3.5. Let \( D = 29 \). In the first step, we find the set

\[
M_{29} = \{[24, \pm 36], [33, \pm 153], [112, \pm 1180], [384, \pm 7524], [528, \pm 12132]\}.
\]

Hence, \( \#M_{29} = 10 \). Next, we determine that

\[
E_{29} = \{[[112, -1180], 1], [[112, 1180], 2]\}.
\]

Third, we establish the set \( R_{29} \) of all canonical representatives of \( C_{29} / \sim \).

\[
R_{29} = \{x^3 + x^2 - 9x - 14, x^3 + 2x^2 - 8x + 5\}.
\]

Under our convention, we can write \( R_{29} \) briefly as \( R_{29} = \{[1, -9, -14], [2, -8, 5]\} \). Hence, \( c(29) = \#C_{29} / \sim = 2 \). Finally, we find

\[
C_{29} = \bigcup_{g \in R_{29}} \left\{ x^3 + \frac{g''(w)}{2!}x^2 + \frac{g'(w)}{1!}x + g(w) : w \in \mathbb{Z} \right\}.
\]

In particular, we have

\[
C_{29} = \{x^3 + (3w + 1)x^2 + (3w^2 + 2w - 9)x + w^3 + w^2 - 9w - 14 : w \in \mathbb{Z}\} \cup \{x^3 + (3w + 2)x^2 + (3w^2 + 4w - 8)x + w^3 + 2w^2 - 8w + 5 : w \in \mathbb{Z}\}.
\]
Applying the method, the validity of Theorem 3.6 can be verified.

**Theorem 3.6.** Let $0 \neq D \in \mathbb{Z}$ and let $1 \leq |D| \leq 1000$. Then, we have:

(i) If $-1 \geq D \geq -1000$, then $C_D \neq \emptyset$ if and only if
\[

(ii) If $1 \leq D \leq 1000$, then $C_D \neq \emptyset$ if and only if
\[

The following proposition reveals some important properties of the set $R_D$.

First observe that, if $f(x) = x^3 + ex^2 + ux + v \in \mathbb{Z}[x]$ with $e \in \{0, 1, 2\}$, then
\[
f(x) \in C_D \text{ if and only if } f(x) \in R_D. \tag{3.10}
\]

**Proposition 3.7.** Let $0 \neq D \in \mathbb{Z}$. Then, (i) and (ii) hold:

(i) $[0, u, v] \in R_D$ if and only if $[0, u, -v] \in R_D$.

(ii) $[1, u, v] \in R_D$ if and only if $[2, u + 1, u - v] \in R_D$.

Moreover, in (i), $[0, u, v]$ is not equivalent to $[0, u, -v]$ for any $v \neq 0$. Similarly, in (ii), $[1, u, v]$ is not equivalent to $[2, u + 1, u - v]$.

**Proof.** (i) Let $f(x) = x^3 + ux + v$ and let $g(x) = x^3 + ux - v$. Then, $D_f = D_g = -4u^3 - 27v^2$. This together with (3.10) yields (i). Suppose now that $v \neq 0$ and that $g(x) = f(x + w)$ for some $w \in \mathbb{Z}$. Then,
\[
x^3 + ux + v = x^3 + 3wx^2 + (3w^2 + u)x + w^3 + ux + v.
\]

Matching coefficients on both sides of the equation, we obtain $v = 0$, a contradiction.

(ii) Let $f(x) = x^3 + x^2 + ux + v$ and let $g(x) = x^3 + 2x^2 + (u + 1)x + u - v$.

By direct calculation we obtain $D_f = D_g = -4u^3 + u^2 - 27v^2 + 18uv - 4v$. This,
Consequently, only if there exist a simple consequence of unique prime factorization of where \( U, V \) that definition will be useful. Let follows:

\[ D \]

we know that relations (i) and (ii) in Proposition 3.7 have practical significance. For example, if we know that \([1, -3077, 64681] \in R_{-76}\), then \([2, -3076, -67758] \in R_{-76}\) as well.

We conclude Section 3 with a complete solution of the case \( D = 0 \). The following definition will be useful. Let \( M_0 = \{ [X_0, Y_0] : X_0, Y_0 \in \mathbb{Z}, Y_0^2 = X_0^3 \} \). First observe that

\[ M_0 = \{ [\alpha^2, \alpha^3] : \alpha \in \mathbb{Z} \}. \tag{3.11} \]

The inclusion \( \{ [\alpha^2, \alpha^3] : \alpha \in \mathbb{Z} \} \subseteq M_0 \) is evident while the reverse inclusion is a simple consequence of unique prime factorization of \( X_0 \) and \( Y_0 \).

**Theorem 3.8.** Let \( f(x) = x^3 + ax^2 + bx + c \in \mathbb{Z}[x] \). Then, \( f(x) \in C_0 \) if and only if there exist \( e \in \{0, 1, 2\}, v, w \in \mathbb{Z} \) such that

\[
\begin{align*}
f(x) &= x^3 + (3w + e)x^2 + (3w^2 + 2ew - 3v^2 - 2ev)x + w^3 + ew^2 \\
&\quad - (3v^2 + 2ev)w + 2v^3 + ev^2 = (x + w - v)^2(x + w + 2v + e).
\end{align*}
\tag{3.12}
\]

Consequently, \( C_0/\sim \) has infinitely many classes and \( R_0 \) can be written in the form

\[
R_0 = \{ [e, -3v^2 - 2ev, 2v^3 + ev^2] : e \in \{0, 1, 2\}, v \in \mathbb{Z} \}.
\]

**Proof.** Let \( f(x) = x^3 + ax^2 + bx + c \in C_0 \) and, let \( r_f(x) = x^3 + (U/3)x + V/27 \) where \( U, V \in \mathbb{Z} \). Then, \( 4U^3 + V^2 = 0 \), which yields \( (4V)^2 = (-4U)^3 \). Put \( X = -4U \) and, \( Y = 4V \). Then, \( X, Y \in \mathbb{Z} \) and, \( Y^2 = X^3 \). From (3.11) now it follows that \([X, Y] = [\alpha^2, \alpha^3] \) for some \( \alpha \in \mathbb{Z} \). Consequently, \( \alpha^2 = -4U \) and, \( \alpha^3 = 4V \). This means that, there is a \( u \in \mathbb{Z} \) such that \( \alpha = 2u \). Hence, \( U = -u^2 \), \( V = 2u^3 \) and, \( r_f(x) = x^3 - (u^2/3)x + 2u^3/27 \). Since \( u \in \mathbb{Z} \), there are uniquely determined \( v \in \mathbb{Z} \) and \( e \in \{0, 1, 2\} \) satisfying \( u = 3v + e \). Put \( g(x) = r_f(x + e/3) \). Simple calculation yields that

\[
g(x) = x^3 + ex^2 - (3v^2 + 2ev)x + 2v^3 + ev^2 = (x - v)^2(x + 2v + e).
\tag{3.13}
\]

Combining (3.13) and (3.10), we obtain \( g(x) \in R_0 \). Finally, for any \( w \in \mathbb{Z} \), we have \( f(x) = g(x + w) \) and (3.12) follows.

Conversely, let \( f(x) \in \mathbb{Z}[x] \) satisfy (3.12) for some \( e \in \{0, 1, 2\} \) and \( v, w \in \mathbb{Z} \). Since \( v - w \) is a multiple root of \( f(x) \), we see immediately that \( D_f = 0 \). Hence, \( f(x) \in C_0 \). \( \square \)

### 4. Application of the Method for \( 1 \leq |D| \leq 1000 \)

In this section we summarize some results obtained using a computer for the values of \( D \) in the range \( 1 \leq |D| \leq 1000 \). Let

\[
\mathbb{D}(-1000) = \{ D \in \mathbb{Z} : -1 \geq D \geq -1000 \}
\]

and,

\[
\mathbb{D}(1000) = \{ D \in \mathbb{Z} : 1 \leq D \leq 1000 \}.
\]
Next, for any \( n \in \mathbb{N} \cup \{0\} \), let
\[
N_n := \# \{ D \in \mathbb{D}(-1000) : \# M_D = n \} \quad \text{and} \quad P_n := \# \{ D \in \mathbb{D}(1000) : \# M_D = n \}.
\]
For \( N_n \) and \( P_n \), the following results have been obtained:

<table>
<thead>
<tr>
<th>( n )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>26</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_n )</td>
<td>611</td>
<td>4</td>
<td>270</td>
<td>56</td>
<td>1</td>
<td>19</td>
<td>9</td>
<td>1</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( P_n )</td>
<td>745</td>
<td>5</td>
<td>154</td>
<td>41</td>
<td>1</td>
<td>30</td>
<td>7</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Further, for any \( n \in \mathbb{N} \cup \{0\} \), let
\[
\alpha_n := \# \{ D \in \mathbb{D}(-1000) : c(D) = n \} \quad \text{and} \quad \beta_n := \# \{ D \in \mathbb{D}(1000) : c(D) = n \}.
\]
Then, we have:

<table>
<thead>
<tr>
<th>( n )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_n )</td>
<td>839</td>
<td>4</td>
<td>90</td>
<td>44</td>
<td>1</td>
<td>13</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_n )</td>
<td>870</td>
<td>5</td>
<td>88</td>
<td>16</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Observe that, according to Table 1, approximately 68% of the values \( 1 \leq |D| \leq 1000 \) do not meet the necessary condition for \( C_D \neq \emptyset \) given in Lemma 3.1. Next, according to Table 2, approximately 85.5% of all values of \( 1 \leq |D| \leq 1000 \) yield \( C_D = \emptyset \). This fact also follows from (i) and (ii) of Theorem 3.6.

Now we focus on the arithmetic properties of integer solutions of Mordell’s equation (1.1) with \( k = -432D \).

**Lemma 4.1.** Let \( 0 \neq D \in \mathbb{Z} \) and let \( [X_0, Y_0] \in M_D \). Then, (i), (ii), (iii), and (iv) hold:

(i) If \( 2 | X_0 \), then \( 4 | X_0, 4 | Y_0 \).
(ii) If \( 2 | Y_0 \), then \( 4 | X_0, 4 | Y_0 \).
(iii) If \( 3 | X_0 \), then \( 9 | Y_0 \).
(iv) If \( 3 | Y_0 \), then \( 3 | X_0, 9 | Y_0 \).

**Proof.** The conclusions (i)–(iv) immediately follow from \( Y_0^2 = X_0^3 - 432D \). \( \square \)

Combining parts (i) and (ii) of Lemma 4.1, we see that \( X_0 \equiv 0 \) (mod 2) if and only if \( Y_0 \equiv 0 \) (mod 2). Hence, the following two definitions are possible:

(i) A solution \( [X_0, Y_0] \in M_D \) is called even, if \( X_0 \) and \( Y_0 \) are even.
(ii) A solution \( [X_0, Y_0] \in M_D \) is called odd, if \( X_0 \) and \( Y_0 \) are odd.

Next, for any \( 0 \neq D \in \mathbb{Z} \), let
\[
\mathcal{E}_D = \{ [X_0, Y_0] \in M_D : X_0 \equiv Y_0 \equiv 0 \pmod{2} \},
\]
\[
\mathcal{O}_D = \{ [X_0, Y_0] \in M_D : X_0 \equiv Y_0 \equiv 1 \pmod{2} \}.
\]
Then, \( \mathcal{E}_D \cap \mathcal{O}_D = \emptyset \) and, \( \mathcal{E}_D \cup \mathcal{O}_D = M_D \). Finally, for any positive integer \( n \), put
\[
\varepsilon_n = \sum_{D=1}^{n} \# \mathcal{E}_D, \quad \varepsilon_n = \sum_{D=-1}^{n} \# \mathcal{E}_D, \quad \mathcal{O}_n = \sum_{D=1}^{n} \# \mathcal{O}_D, \quad \mathcal{O}_n = \sum_{D=-1}^{n} \# \mathcal{O}_D.
\]
\[
\sigma_n = \sum_{D=1}^{n} \#M_D = \varepsilon_n + o_n, \quad \sigma_{-n} = \sum_{D=-1}^{-n} \#M_D = \varepsilon_{-n} + o_{-n}.
\]

Computer investigation of the values \(\varepsilon_n, \varepsilon_{-n}, o_n\) and \(o_{-n}\) for \(n \leq 1000\) reveals a significant difference between the numbers of even and odd solutions in the investigated range. We have found

\[
\varepsilon_{-1000} = 916, \quad \varepsilon_{1000} = 638, \quad o_{-1000} = 448 \quad \text{and,} \quad o_{1000} = 312. \quad (4.1)
\]

From (4.1) it follows that there exist approximately 67% even and only 33% odd integer solutions of \(Y^2 = X^3 - 432D\) for \(0 \neq |D| \leq 1000\). This leads to a natural question that can be formulated as Problem 4.2.

**Problem 4.2.** Prove or disprove (4.2).

\[
\lim_{n \to \infty} \frac{\varepsilon_n}{\sigma_n} = \lim_{n \to \infty} \frac{\varepsilon_{-n}}{\sigma_{-n}} = \frac{2}{3} \quad \text{and,} \quad \lim_{n \to \infty} \frac{o_n}{\sigma_n} = \lim_{n \to \infty} \frac{o_{-n}}{\sigma_{-n}} = \frac{1}{3}. \quad (4.2)
\]

Clearly, if (4.2) holds, then we also have

\[
\lim_{n \to \infty} \frac{o_n}{\varepsilon_n} = \lim_{n \to \infty} \frac{o_{-n}}{\varepsilon_{-n}} = \frac{1}{2}.
\]

The ratio between the numbers of even and odd solutions is also interesting in relation to the construction of the set \(C_D\). It follows from Theorem 3.3 that only even solutions are relevant for determining \(C_D\).

Finally, after a short inspection of Theorem 3.6, we find that, for \(1 \leq |D| \leq 1000\), the following implication holds: If \(C_D \neq \emptyset\) and \(C_{-D} \neq \emptyset\), then \(D\) is even. In Proposition 4.3 we prove that the validity of this implication can not only be extended to any \(0 \neq D \in \mathbb{Z}\), but also strengthened.

**Proposition 4.3.** Let \(0 \neq D \in \mathbb{Z}\). Then, (i) and (ii) hold:

(i) If \(C_D \neq \emptyset\) and \(2|D\), then \(4|D\).

(ii) If \(C_D \neq \emptyset\) and \(C_{-D} \neq \emptyset\), then \(4|D\).

**Proof.** (i) Let \(C_D \neq \emptyset\) and let \(2|D\). Then, by Theorem 3.3, there exist \(X_0, Y_0 \in \mathbb{Z}\) satisfying \(2|X_0, 2|Y_0\) and \(Y_0^2 = X_0^3 - 432D\). Further, by Lemma 4.1, \(4|X_0, 4|Y_0\). This means that there exist \(\xi, \eta, \delta \in \mathbb{Z}\) such that \(X_0 = 4\xi, Y_0 = 4\eta, D = 2\delta\). Hence, \(2^4\eta^2 = 2^6\xi^3 - 2^5\delta^3\), which yields \(2|\delta\). This proves \(4|D\).

(ii) Let \(C_D \neq \emptyset\) and let \(C_{-D} \neq \emptyset\). Then, there exist \(X_1, Y_1, X_2, Y_2 \in \mathbb{Z}\) satisfying \(2|X_1, 2|Y_1, 2|X_2, 2|Y_2\) and, \(Y_1^2 = X_1^3 - 432D, Y_2^2 = X_2^3 + 432D\). Subtracting \(Y_2^2 = X_2^3 + 432D\) from \(Y_1^2 = X_1^3 - 432D\), we obtain

\[
Y_1^2 - Y_2^2 = X_1^3 - X_2^3 - 2^5\delta^3 D. \quad (4.3)
\]

Next, by Lemma 4.1, we have \(4|X_1, 4|Y_1, 4|X_2, 4|Y_2\). Hence, \(X_1^3 - X_2^3 \equiv 0 \pmod{2^6}\) and, \(Y_1^2 - Y_2^2 \equiv 0 \pmod{2^4}\). Now we see that reducing (4.3) by modulus \(2^5\) we obtain

\[
Y_1^2 - Y_2^2 \equiv (Y_1 + Y_2)(Y_1 - Y_2) \equiv 0 \pmod{2^5}.
\]

Hence and from \(Y_1 + Y_2 \equiv Y_1 - Y_2 \equiv 0 \pmod{2^4}\), it follows that

\[
Y_1^2 - Y_2^2 \equiv 0 \pmod{2^4}.
\]

Combining (4.4) with (4.3) we obtain \(2^5\delta^3 D \equiv 0 \pmod{2^6}\). Hence, \(2|D\). This together with part (i) of Proposition 4.3 yields \(4|D\), as required. \(\square\)
5. Conclusion

The method presented in this paper makes it possible to determine the set $C_D$ using the full system of canonical representatives. Creating tables of these representatives and analyzing them can lead to the discovery of new interesting facts. These tables can also be useful for a better understanding of the law of inertia for the factorization of cubic polynomials, which has been studied in [11–16].
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