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h-STABILITY AND BOUNDEDNESS RESULTS

FOR SOLUTIONS TO CERTAIN

NONLINEAR PERTURBED SYSTEMS

HANEN DAMAK, MOHAMED ALI HAMMAMI and ABIR KICHA

Abstract. In this work, we establish some new sufficient conditions to show the uni-

form h-stability for nonlinear time-varying perturbed systems which can be viewed

as an extension of the uniform exponential stability and polynomial stability. Also,
we study the boundedness of solutions when the origin is not necessarily an equilib-

rium point of the perturbed system. The idea is to use some Gronwall type integral

inequalities. As an illustration, we present some examples with simulations to show
the applicability of the obtained results.

1. Introduction

In the study of stability properties of differential and difference systems, a new
concept of stability was introduced by Pinto in [14, 15] called h-stability, which
is stronger than exponential stability. The intention of this notion is to obtain
stability results for a weakly system under some perturbations when the origin is
an equilibrium point. Medina and Pinto in [13] extended the study of exponential
asymptotic stability to a variety of reasonable systems called h-systems. When we
investigate the asymptotic stability, it is not easy to work with non-exponential
types of stability. Because of that, the concept of h-stability is very useful and
more general in the study of differential systems. This theory has been developed
very intensively and several works are published, see [4–6]. However, when the
origin is not necessarily an equilibrium point, the desired system may be unstable
and yet the system may oscillate sufficiently near this state so that its performance
is acceptable and still possible to analyze the asymptotic of solutions with respect
to a small neighborhood of the origin, which yields to the concept of practical
stability, see [1, 2, 10].

In this paper, we investigate the concept of uniform boundedness of certain
time-varying perturbed systems. This notion has been studied by using Lyapunov
analysis in [6, 12] and here we use a technique called Gronwall’s inequalities, see
[7]. In mathematics, this kind of inequalities allows one to bound a function that
is known to satisfy a certain differential or integral inequality by the solution to
the corresponding differential or integral equation. This type of inequalities can
be used in the study of existence, uniqueness and stability properties of solutions
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to differential perturbed equations (see [8, 9]). This work focuses on the study of
the global uniform h-stability and the global uniform boundedness of time-varying
perturbed differential equations under conditions on the perturbed terms and we
will see how we can use the Gronwall’s inequalities in this research.

The remainder of this paper is organized as follows. In Section 2, some prelim-
inary results are summarized. The main aim of this paper is provided in Section
3 and 4. Some examples are carried out in Section 5 to show the applicability of
the proposed method. Finally, our conclusion is given in Section 6.

2. Mathematical preliminaries

In the present section, we introduce some basic definitions and preliminary facts
which we need in the sequel. First, we adopt the following notations:

• R+ = [0,+∞).
• Rn the real n-dimensional Euclidean space and ‖ · ‖ stands for its Euclidean

vector norm.
• Rn×n the set of all n× n matrices whose entries are real valued.
• For r ≥ 0, Br denotes the closed ball of Rn centred at zero, i.e., Br := {x ∈ Rn :
‖x‖ ≤ r}.

We consider now the nonlinear time-varying differential system:

ẋ = f(t, x), x(t0) = x0, t ≥ t0 ≥ 0, (2.1)

where x ∈ Rn is the state and f : R+×Rn → Rn is continuous in time and locally
Lipschitz in x, uniformly in t.

Let x(t) = x(t, t0, x0) be denoted by the unique solution to system (2.1) passing
through the initial state x0 ∈ Rn at time t = t0.

The following definitions state the known different types of stability taken from
[12].

Definition 2.1. The system (2.1) is said to be uniformly stable if for each
ε > 0 there is δ = δ(ε) > 0, such that

‖x(t0)‖ < δ =⇒ ‖x(t)‖ < ε, ∀ t ≥ t0 ≥ 0.

Definition 2.2. The system (2.1) is said to be globally uniformly exponentially
stable, if there exist positive constant numbers λ1 and λ2, such that for each
x0 ∈ Rn and for any t0 ∈ R+

‖x(t)‖ ≤ λ1‖x0‖e−λ2(t−t0), ∀ t ≥ t0.

The constant λ2 is called the convergence rate.

Now, we recall the notion of global uniform h-stability when the origin is an
equilibrium point of system (2.1).

Definition 2.3. (See [15]) The system (2.1) is called globally uniformly h-
stable if there exist c ≥ 1 and a positive continuous bounded function h on R+,
such that for each x0 ∈ Rn, we have

‖x(t)‖ ≤ c‖x0‖h(t)h(t0)−1, ∀ t ≥ t0 ≥ 0. (2.2)
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Here, h(t)−1 =
1

h(t)
·

Remark 2.4. The h-stability property (2.2) includes concepts of uniform ex-
ponential stability. The next example illustrates h-stable systems without expo-
nential decay.

Example 2.5. Consider the scalar equation:

ẋ = − 1

1 + t
x, x ∈ R, t ≥ 0. (2.3)

The solution to the system is given by:

x(t) =
1 + t0
1 + t

x(t0), ∀ t ≥ t0.

We can see that the system (2.3) is globally uniformly h-stable with

h(t) =
1

1 + t
.

On the contrary, if we suppose that (2.3) is exponentially stable, then there exists
α > 0, such that

(1 + t0) ≤ e−α(t−t0)(1 + t), ∀ t ≥ t0.
For t0 = 0 and t −→ +∞, we obtain a contradiction and hence the system (2.3)
is not exponentially stable.

Figure 1 shows the h-stability property for system (2.3) with x(0) = 5.
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Figure 1. Time evolution of the state x(t) of system (2.3).

Next, we consider the linear time-varying system:

ẋ = A(t)x, x(t0) = x0, t ≥ t0 ≥ 0, (2.4)

where A(·) ∈ Rn×n is a matrix whose elements are continuous functions on R+.
We define the norm of matrices by:

‖A‖i := max
‖x‖≤1

‖Ax‖.
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The stability of the origin of system (2.4) can be characterized by the state tran-
sition matrix R(t, t0) associated with A(·) by the following form:

x(t) = R(t, t0)x0, x0 ∈ Rn, t ≥ t0 ≥ 0.

With the aid of this explicit characterization of the solutions to system (2.4), it
is possible to derive some useful conditions for the stability of the origin. Since
these conditions involve the state transition matrix R(t, t0), they are not of much
computational value, because, in general, it is impossible to derive an analytical
expression for R(t, t0). Nevertheless, they are of conceptual value, enabling one to
understand the mechanisms of stability and instability in linear systems.

Next, we define the global uniform asymptotic stability of system (2.4) in terms
of R(t, t0), see [16].

Definition 2.6. The origin is globally stable if and only if, for each t0 ≥ 0, it
is true that

sup
t≥t0
‖R(t, t0)‖i ≤ m(t0) < +∞.

Remark 2.7. Note that, in the case of linear systems, the instability does
indeed imply that some solution trajectories actually blow up. This is in contrast
to the case of nonlinear systems, where instability of the origin can be accompanied
by the boundedness of all solutions.

Definition 2.8. The origin is globally uniformly stable if and only if

sup
t0≥0

sup
t≥t0
‖R(t, t0)‖i ≤ m0 < +∞.

Definition 2.9. The origin is globally uniformly asymptotically stable if and
only if

sup
t0≥0

sup
t≥t0
‖R(t, t0)‖i ≤ m0 < +∞,

‖R(t+ t0, t0)‖i → 0 as t→ +∞, uniformly in t0.

Lemma 2.10. (See [12]) The system (2.4) is globally uniformly asymptotically
stable if and only if the state transition matrix satisfies the inequality

‖R(t, t0)‖i ≤ λ1e−λ2(t−t0), ∀ t ≥ t0 ≥ 0,

for some positive constants λ1 and λ2.

The next lemma introduces the global uniform h-stability in terms of R(t, t0). It
is very effective to show global uniform h-stability for linear time-varying systems.

Lemma 2.11. The system (2.4) is globally uniformly h-stable if and only if
there exist c ≥ 1 and a positive continuous bounded function h on R+, such that

‖R(t, t0)‖i ≤ ch(t)h(t0)−1, ∀ t ≥ t0 ≥ 0.

Proof. Suppose that the system (2.4) is globally uniformly h-stable, then we
have

x(t) = R(t, t0)x0, x0 ∈ Rn, t ≥ t0 ≥ 0

and the inequality (2.2) holds, then

‖R(t, t0)‖i = max
‖y‖≤1

‖R(t, t0)y‖ = max
‖y‖≤1

‖x(t; t0, y)‖ ≤ ch(t)h(t0)−1, ∀ t ≥ t0 ≥ 0.
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Hence,
‖R(t, t0)‖i ≤ ch(t)h(t0)−1, ∀ t ≥ t0 ≥ 0.

Conversely, we have

‖x(t)‖ = ‖R(t, t0)x0‖ ≤ ‖R(t, t0)‖i‖x0‖ ≤ c‖x0‖h(t)h(t0)−1, ∀ t ≥ t0 ≥ 0.

Therefore, the system (2.4) is globally uniformly h-stable. �

Remark 2.12. In linear systems there is the notion of an upper function which
is related to upper Lyapunov exponent, see [3, 11,17,18].

Definition 2.13. (See [18]) A bounded function µ(t) is an upper function for
system (2.4) if there exists a constant λ, such that

‖R(t, s)‖ ≤ λ exp
(∫ t

s

µ(τ)dτ
)
, ∀ t ≥ s,

where R(t, s) is the state transition matrix of the system.

Remark 2.14. In the case where µ is an upper function and

h(t)h(t0)−1 = exp
(∫ t

t0

µ(τ)dτ
)
,

the considered system is h-stable and vice versa.

If the origin is not an equilibrium point of the system, we cannot study the
problem as a question of stability of equilibrium, which brings us to the concept
of uniform boundedness.

Definition 2.15. (See [12]) A solution to (2.1) is said to be globally uniformly
bounded if for every a > 0 there exists c = c(a), such that for all t0 ≥ 0

‖x0‖ ≤ a =⇒ ‖x(t)‖ ≤ c, ∀ t ≥ t0.

Now, we introduce the following technical lemmas that will be crucial in estab-
lishing the main results of this work.

Lemma 2.16. (Gronwall–Bellman type integral inequality, see [9]) Let ϕ, λ and
% be non-negative continuous functions on R+ for which the following inequality
holds.

ϕ(t) ≤ d+

∫ t

t0

[
λ(s)ϕ(s) + %(s)

]
ds, d ≥ 0, ∀ t ≥ t0.

Then,

ϕ(t) ≤ d exp

(∫ t

t0

λ(s)ds

)
+ κ exp

(∫ t

t0

[
λ(s) +

1

κ
%(s)

]
ds

)
, ∀ t ≥ t0, ∀ κ > 0.

Lemma 2.17. (Gronwall inequality) Let λ and ϕ be non-negative continuous
functions on R+, such that

ϕ(t) ≤ d+ b

∫ t

t0

λ(s)ϕ(s)ds, ∀ t ≥ t0,

where b and d are positive constants. Then,

ϕ(t) ≤ d exp

(
b

∫ t

t0

λ(s)ds

)
, ∀ t ≥ t0.
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3. h-stability analysis

In this section, we focus on the study of h-stability of solutions to perturbed
systems described by the following form:

ẋ = A(t)x+B(t)x+ F (t, x), t ≥ t0 ≥ 0, (3.1)

where A(·), B(·) ∈ Rn×n are matrices whose elements are continuous functions
on R+ and F : R+ × Rn → Rn is continuous in time and locally Lipschitz in x,
uniformly in t. The system (3.1) is seen as a perturbation of the nominal system:

ẋ = A(t)x. (3.2)

The goal is to represent the perturbation as an additive term on the right-hand side
of the state equation. The perturbation terms B(t) and F (t, x) could result from
errors in modelling the nonlinear system, ageing of parameters, or uncertainties
and disturbances which exist in any realistic problem. We will direct our special
attention to the perturbed term F (t, x). In a typical situation, we do not know
F (t, x), but we know some information about it, like knowing an upper bound on
‖F (t, x)‖. The trivial question posed here is: If the linear nominal system presents
one of the stability types, the perturbed one keeps the same behavior or not? In
this study, we give a condition on B(t) and we introduce two cases on F (t, x). The
first one is when F (t, 0) = 0, while the second case is when F (t, 0) 6= 0.

We start this section by showing the global existence and uniqueness of solutions
to system (3.1). Further, we give sufficient conditions on the perturbed terms in
which F (t, 0) = 0 to investigate the global uniform h-stability of system (3.1).

Lemma 3.1. Consider the differential system (3.1) and suppose that there exist
continuous functions α and η on R+, such that

‖F (t, x)‖ ≤ η(t)α(‖x‖), ∀ x ∈ Rn, ∀ t ≥ 0,

and there exists a positive constant M satisfying

α(‖x‖) ≤M‖x‖, ∀ x ∈ Rn.

Then, for all (t0, x0) ∈ R+ × Rn, there exists a unique maximal solution x(·)
to system (3.1), such that x(t0) = x0. Moreover, the solution x(·) is defined on
[t0,+∞).

Proof. The system (3.1) can be written as ẋ = f(t, x), where

f(t, x) = A(t)x+B(t)x+ F (t, x).

The function f is continuous in t and locally Lipschitz in x; thus, for all (t0, x0) ∈
R+×Rn, there exists a unique solution x(·) of system (3.1), such that x(t0) = x0.
We prove next that x(·) is defined on [t0,+∞). Assume that is not true, that is,
there exists Tmax ∈ (t0,+∞), such that x(·) is defined on [t0, Tmax). Then, for all
t ∈ [t0, Tmax), we have

‖ẋ(t)‖ ≤
(
k1 + k2M

)
‖x(t)‖,

where

k1 = sup
[t0,Tmax]

‖A(t) +B(t)‖, k2 = sup
[t0,Tmax]

‖η(t)‖.
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Therefore, ∥∥∥∥∫ t

t0

ẋ(s)ds

∥∥∥∥ ≤ ∫ t

t0

(
k1 + k2M

)
‖x(s)‖ds.

Thus, for all t ∈ [t0, Tmax), we get

‖x(t)‖ ≤ e
∫ t
t0

(
k1+k2M

)
ds

≤ k3,

with

k3 = e

(
k1+k2M

)
Tmax .

This yields that x(·) remains within the compact Bk3 , which contradicts our as-
sumption, that is,

if Tmax < +∞ =⇒ lim
t→+∞

‖x(t)‖ = +∞.

Therefore, Tmax = +∞ and the lemma is proved. �

Now, we are ready to present an auxiliary but fundamental result.

Theorem 3.2. Assume that the linear system (3.2) is globally uniformly h-
stable. Suppose that there exists γ, a non-negative continuous integrable function
on R+, such that

‖B(t)‖i ≤ γ(t), ∀ t ≥ 0

and a function η which is non-negative continuous and integrable on R+ satisfies

‖F (t, x)‖ ≤ η(t)α(‖x‖), ∀ x ∈ Rn, ∀ t ≥ 0, (3.3)

where α is a non-negative continuous function on R+ verifying

α(‖x‖) ≤M‖x‖, M > 0, ∀ x ∈ Rn. (3.4)

Then, the perturbed system (3.1) is globally uniformly h̃-stable, where h̃(t) =

h(t)e
c
∫ t
t0

(
γ(s)+Mη(s)

)
ds

with c ≥ 1.

Proof. Let x(t) be the solution to system (3.1), then

x(t) = R(t, t0)x0 +

∫ t

t0

R(t, s)
(
B(s)x(s) + F (s, x(s))

)
ds,

where R(t, t0) is the transition matrix of the linear system (3.2). Hence,

h(t)−1‖x(t)‖ ≤ ch(t0)−1‖x0‖+ c

∫ t

t0

(
γ(s) +Mη(s)

)
h(s)−1‖x(s)‖ds.

Putting u(t) = h(t)−1‖x(t)‖, we get

u(t) ≤ cu(t0) + c

∫ t

t0

(
γ(s) +Mη(s)

)
u(s)ds.

According to Lemma 2.17, we obtain for all t ≥ t0

u(t) ≤ cu(t0)e
c
∫ t
t0

(
γ(s)+Mη(s)

)
ds
.
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Therefore, for all t ≥ t0 and all x0 ∈ Rn, the solution to the system (3.1) is given
by:

‖x(t)‖ ≤ c‖x0‖h̃(t)h̃(t0)−1.

This finishes the proof. �

As a particular case of the previous theorem, we have the following result.

Corollary 3.3. We consider the differential system:

ẋ = A(t)x+B(t)x, x(t0) = x0, t ≥ t0 ≥ 0, (3.5)

with the system (3.2) is globally uniformly h-stable and B(t) satisfies:∫ +∞

0

‖B(s)‖ds <∞.

Then, the system (4.2) is also globally uniformly h-stable.

Remark 3.4. Similar conclusion can be drawn when B(t)→ 0 as t→ +∞.

As an application of the previous corollary, we study the following perturbed
linear harmonic oscillator. It is a common model used in physics because of the
wide range of problems it can be applied to. The linear harmonic oscillator de-
scribes vibrations in molecules and their counterparts in solids, the phonons. Many
more physical systems can, at least approximately, be described in terms of linear
harmonic oscillator models. However, the most eminent role of this oscillator is its
linkage to the boson, one of the conceptual building blocks of microscopic physics.

Example 3.5. Consider a damped harmonic oscillator, as shown in Figure 2.
The dynamics of the system are given by the equation:

Figure 2. Damped harmonic oscillator.

Hp̈+Gṗ+
L

(1 + t)2
p+Np = 0, (3.6)

where t ∈ R+ is the time, H, G and N are all positive quantities. As a state space
equation, we rewrite the equation (3.6) as ṗ = ṗ

p̈ = −N
H
p− G

H
ṗ− L

H(1 + t)2
p.

(3.7)

We define X = (p, ṗ) ∈ R2 as the state of the system. The system (3.7) can be
written as follows:

Ẋ = A(t)X +B(t)X, ∀ t ≥ 0,



h-STABILITY PROPERTIES OF PERTURBED SYSTEMS 17

where

A(t) = A =

(
0 1
−NH −G

H

)
, B(t) =

(
0 0

− L
H(1+t)2 0

)
.

The characteristic equation of the linear system Ẋ = A(t)X is given by:

λ2 +
G

H
λ+

N

H
= 0.

Then,

λ1,2 =
−G±

√
G2 − 4NH

2H
,

which always have negative real parts, hence the system is globally uniformly
h-stable. Moreover,

‖B(t)‖i =
L

H

1

(1 + t)2
, ∀ t ≥ 0.

Put γ(t) =
L

H

1

(1 + t)2
, which is non-negative continuous and integrable on R+.

Therefore, from Corollary 3.3, one can conclude that the system (3.6) is globally
uniformly h-stable.

4. Uniform boundedness of perturbed systems

The origin may not be an equilibrium point of the perturbed system (3.1). We
can no longer study h-stability of the origin as an equilibrium point, nor should
we expect the solution to the perturbed system to approach the origin as t→∞,
the best we can hope is the bounded and the asymptotic behavior of solutions.
For that, if the perturbed term F (t, x) is small in some sense, then x(t) will be
uniformly bounded by a small bound, that is, ‖x(t)‖ will be small for sufficiently
large t.

In what follows, we will show the global existence and uniqueness of solutions
to system (3.1). In addition, we will investigate the global uniform boundedness
of the perturbed system under the conditions on the right hand side of the system
via the Gronwall–Bellman Type Integral Inequality.

Lemma 4.1. Consider the nonlinear system (3.1) and assume that there exist
continuous functions h and ρ on R+, such that

‖F (t, x)‖ ≤ h(t)ρ(t), ∀ t ≥ 0.

Then, for all (t0, x0) ∈ R+ × Rn, there exists a unique maximal solution x(·)
to system (3.1), such that x(t0) = x0. Further, the solution x(·) is defined on
[t0,+∞).

Proof. We can write the system (3.1) as ẋ = f(t, x), with

f(t, x) = A(t)x+B(t)x+ F (t, x).

The function f is continuous in t and locally Lipschitz in x, then, for all (t0, x0) ∈
R+×Rn, there exists a unique solution x(·) to system (3.1), such that x(t0) = x0.
We prove now that x(·) is defined on [t0,+∞). Suppose that is not true, that is,
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there exists Tmax ∈ (t0,+∞), such that x(·) is defined on [t0, Tmax). So, for all
t ∈ [t0, Tmax), we have

‖ẋ(t)‖ ≤ k1‖x(t)‖+ k2,

where
k1 = sup

[t0,Tmax]

‖A(t) +B(t)‖, k2 = sup
[t0,Tmax]

‖h(t)ρ(t)‖.

Therefore, ∥∥∥∥∫ t

t0

ẋ(s)ds

∥∥∥∥ ≤ ∫ t

t0

[
k1‖x(s)‖+ k2

]
ds.

Thus, for all t ∈ [t0, Tmax), we get

‖x(t)‖ ≤ k2e
∫ t
t0
k1ds

≤ k3,

with
k3 = k2e

k1Tmax .

This yields that x(·) remains within the compact Bk3 , which contradicts our as-
sumption, that is,

if Tmax < +∞ =⇒ lim
t→∞

‖x(t)‖ = +∞.

Consequently, Tmax = +∞. The proof is completed. �

One has the following theorem.

Theorem 4.2. Suppose that the linear time-varying system (3.2) is globally
uniformly h-stable with h being a decreasing function on R+. Assume that there
exists γ, a non-negative continuous integrable function on R+, such that

‖B(t)‖i ≤ γ(t), ∀ t ≥ 0

and a non-negative continuous and integrable function ρ(t) ∈ R+ satisfies

‖F (t, x)‖ ≤ h(t)ρ(t), ∀ x ∈ Rn, ∀ t ≥ 0.

Then, the solutions to system (3.1) are globally uniformly bounded.

Proof. Let x(t) be the solution to system (3.1), then we have

x(t) = R(t, t0)x0 +

∫ t

t0

R(t, s)
[
B(s)x(s) + F

(
s, x(s)

)]
ds,

where R(t, t0) is the transition matrix of the linear system (3.2). Thus,

h(t)−1‖x(t)‖ ≤ c‖x0‖h(t0)−1 + c

∫ t

t0

h(s)−1
[
γ(s)‖x(s)‖+ h(s)ρ(s)

]
ds.

Put u(t) = h(t)−1‖x(t)‖, then

u(t) ≤ cu(t0) + c

∫ t

t0

[
γ(s)u(s) + ρ(s)

]
ds.

Applying Lemma 2.16, one can get for all t ≥ t0

u(t) ≤ cu(t0)e
c
∫ t
t0
γ(s)ds

+ κe
c
∫ t
t0

(
γ(s)+ 1

κρ(s)
)
ds
, ∀ κ > 0

≤ cM1u(t0) + κM1M2,
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such that M1 = ec
∫∞
0
γ(s)ds and M2 = e

c
κ

∫∞
0
ρ(s)ds. Then,

‖x(t)‖ ≤ cM1‖x0‖h(t)h(t0)−1 + κM1M2‖h‖∞,

where ‖h‖∞ = sup
t≥0
{h(t)}. Consequently, the solutions to system (3.1) are globally

uniformly bounded.
Note that the last inequality implies that

‖x(t)‖ − κM1M2‖h‖∞ ≤ cM1‖x0‖h(t)h(t0)−1.

So, for all t ≥ 0 and for all κ > 0 small enough, if we take ‖x0‖ ≥ κM1M2‖h‖∞,
such that ‖x(t)‖ ≥ κM1M2‖h‖∞, we have the solutions to system (3.1) approach-
ing, when t goes to infinity, the compact set S defined by

S = {x ∈ Rn, ‖x‖ ≤ κM1M2‖h‖∞}.

This ends the proof. �

5. Examples

In this section, we introduce some examples with simulations to illustrate the
effectiveness of the obtained results.

Example 5.1. We consider the two-dimensional differential equation:
ẋ1 = − t

2
x1 + x2 + te−tx1 +

x1
1 + t2

,

ẋ2 = −x1 −
t

2
x2,

(5.1)

with x = (x1, x2)T ∈ R2 and t ∈ R+. The system (5.1) has the same form as (3.1),
where

A(t) =

 − t2 1

−1 − t
2

 , B(t) =

(
te−t 0

0 0

)
,

and

F (t, x) =

( x1
1 + t2

0

)
.

The state transition matrix R(t, t0) of the linear system ẋ = A(t)x is given by

R(t, t0) = e−
1
4 (t

2−t20)ω(t− t0),

with

ω(t) =

(
cos t sin t
− sin t cos t

)
.

Then,

‖R(t, t0)‖i ≤ e−
1
4 (t

2−t20), ∀ t ≥ t0.

Thus, the linear nominal system is globally uniformly h-stable with h(t) = e−
1
4 t

2

.
On one side, the perturbation F (t, x) satisfies the condition (3.3) with η(t) =
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1

1 + t2
which is a non-negative continuous integrable function on R+ and α(‖x‖) =

‖x‖, which verifies (3.4). On the other side, we have

‖B(t)‖i ≤ te−t = γ(t), ∀ t ≥ 0,

such that γ is non-negative continuous and integrable on R+. Consequently, from

Theorem 3.2, we deduce that the system (5.1) is globally uniformly h̃-stable, where

h̃(t) = e−
1
4 t

2

exp
(
1− (t+ 1)e−t + arctan(t)

)
.

The trajectory of system (5.1), with respect to the initial state
(
x1(0), x2(0)

)
=

(2, 2), is depicted in Figure 3.

Time (s)

0 1 2 3 4 5 6 7 8 9 10

x
1

-1

0

1

2

3

4

5

6

Time (s)

0 1 2 3 4 5 6 7 8 9 10

x
2

-4

-3

-2

-1

0

1

2

Figure 3. Time evolution of the state x(t) = (x1(t), x2(t)) of system (5.1).

Example 5.2. We consider the first order problem:

ẋ = − x

2(1 + t)
+

x

(2 + t)(ln(2 + t))2
+

2xe−t

1 + x2
sin(t), x ∈ R, t ≥ 0, (5.2)

which has the same form as system (3.1), where

A(t) = − 1

2(1 + t)
, B(t) =

1

(2 + t)(ln(2 + t))2

and

F (t, x) =
2xe−t

1 + x2
sin(t).

Then, the solution to the linear system ẋ = A(t)x is given by

x(t) = x0

(
1 + t0
1 + t

) 1
2

·

Therefore, the linear nominal system is globally uniformly h-stable with

h(t) =
1√

1 + t
.
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Further, the perturbation F (t, x) satisfies the condition (3.3) with η(t) = e−t,
which is a non-negative continuous and integrable function on R+ and the function
α verifies (3.4), where α(|x|) = 2 sin(t)|x|. Moreover,

|B(t)|i =
1

(2 + t)(ln(2 + t))2
, ∀ t ≥ 0.

Let

γ(t) =
1

(2 + t)(ln(2 + t))2
,

which is a non-negative continuous and integrable function on R+. Consequently,
we deduce that all hypotheses of Theorem 3.2 are fulfilled, then the system (5.2)

is globally uniformly h̃-stable, where

h̃(t) =
1√

1 + t
exp

(
2− 2e−t − 1

ln(2 + t)
+

1

ln 2

)
.

The trajectory of system (5.2), with respect to the initial state x(0) = 1, is
depicted in Figure 4.
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Figure 4. Time evolution of the state x(t) of system (5.2).

Example 5.3. We consider the following scalar equation:

ẋ = − x

1 + t2
+ e−2tx+

exp
(
− arctan(t)

)
(1 + t)3(1 + x2)

, x ∈ R, t ≥ 0, (5.3)

which has the same form as system (3.1), where

A(t) = − 1

1 + t2
, B(t) = e−2t, F (t, x) =

exp
(
− arctan(t)

)
(1 + t)3(1 + x2)

·

The solution to the linear system ẋ = A(t)x is given by

x(t) = x(t0) exp
(
− arctan(t)

)
exp

(
arctan(t0)

)
.
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Therefore, the linear nominal system is globally uniformly h-stable with h(t) =
exp

(
− arctan(t)

)
, which is decreasing on R+. On the other hand, one has

|F (t, x)| ≤ exp(− arctan(t))

(1 + t)3
= h(t)ρ(t), ∀ t ≥ 0,

where

ρ(t) =
1

(1 + t)3
,

which is a non-negative continuous and integrable function on R+. In addition,
one has

|B(t)|i ≤ e−2t, ∀ t ≥ 0.

Let γ(t) = e−2t, which is non-negative continuous and integrable on R+. Therefore,
all the conditions of Theorem 4.2 are satisfied. Then, the solutions to system (5.3)
are globally uniformly bounded.

Moreover, for all t ∈ R+ and for κ > 0 small enough, if we take |x(0)| ≥
κe

1
2 (1+

1
κ )−

π
2 , such that |x(t)| ≥ κe 1

2 (1+
1
κ )−

π
2 , then we obtain that the solutions to

system (5.3) approach, when t→ +∞, the compact set S defined by

S =
{
x ∈ R, |x| ≤ κe 1

2 (1+
1
κ )−

π
2

}
.

The trajectory of system (5.3), with respect to the initial state x(0) = 2, is depicted
in Figure 5.
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Figure 5. Time evolution of the state x(t) of the system (5.3).

6. Conclusion

Sufficient conditions are presented to investigate the global uniform h-stability and
the global uniform boundedness of such perturbed differential equations with the
global existence and uniqueness of solutions based on certain Gronwall integral
inequalities. Some examples and simulations are given to illustrate the validity of
the obtained results.
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